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REGULATORY CHALLENGES IN KAZAKHSTAN 
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Amanzhol Nurmagambetov and Aigerim Zhumabayeva 
 
 
ABSTRACT 

Background: The active integration of artificial 
intelligence (AI) into diverse spheres of human activity has 
created significant opportunities for innovation and efficiency, 
while simultaneously raising complex ethical, legal, and social 
challenges. Among these, the deployment of high-risk AI 
systems requires particular scrutiny due to their potential 
impact on fundamental rights, public safety, and socio-
economic relations. This research examines both the benefits 
and risks of AI technologies, with an emphasis on the need to 
establish clear legal and regulatory frameworks at the national 
and international levels. 

Methods: The study employs a comparative legal analysis of 
existing regulatory approaches, including the European Union’s 
AI Act (EU AI Act), the OECD AI Principles, and national 
legislative practices. The methodology is based on a systematic 
review of normative legal acts, doctrinal sources, and policy 
papers, as well as an evaluation of prospective risks associated 
with the use of high-risk AI systems in various sectors, including 
transport, healthcare, and financial services. 
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Results and conclusions: The analysis reveals that, while the adoption of AI contributes to 
economic development, efficiency in public administration, and improved quality of services, 
it also generates risks such as discrimination, violations of privacy, cyberthreats, and reduced 
accountability. In particular, the study highlights that existing legislation in Kazakhstan, as in 
many other jurisdictions, does not sufficiently address the specificities of high-risk AI systems. 
Comparative legal analysis demonstrates that the most effective regulatory models are risk-
oriented, ensuring transparency, human oversight, and liability mechanisms. The findings 
suggest that partial amendments to existing legislation—such as in the areas of mandatory 
insurance and consumer protection—could serve as an interim measure, while the adoption of 
a dedicated AI law may be necessary in the long term.  

The study underscores the need for a balanced legal framework that harmonises technological 
innovation with the protection of human rights and societal interests. It is argued that 
Kazakhstan, while considering international best practices, should pursue a two-stage 
approach: (1) introducing targeted amendments to sectoral legislation; and (2) elaborating a 
comprehensive AI law focused on high-risk systems. Such a framework would mitigate risks, 
ensure accountability, and foster public trust, while promoting the responsible and sustainable 
use of artificial intelligence. 

 
1 INTRODUCTION 

Alan Turing's extensive research into artificial intelligence (AI) laid the groundwork for 
empirical methods to evaluate the capabilities of early computers in the late 1940s. 
However, the term “artificial intelligence” was coined later, emerging as the subject of a 
university course at Dartmouth College in 1956.1 Theorising, testing, implementing, 
optimising and regulating AI processes and applications attracts an increasing number of 
experts from various fields, including law. Turing aptly noted, “There are signs ... that it 
is possible to make a machine demonstrate intelligence, while at the risk of making 
serious mistakes from time to time ... The whole process of thinking is still rather 
mysterious to us, but I believe that the attempt to create a thinking machine will greatly 
help us in finding out how we think ourselves.”2 

One of the priority areas of development of the Kazakh economy in the near future is the 
creation of an AI technology industry. President Kassym-Jomart Tokayev has stated, “We 
need to turn our country into a place of attraction for ‘digital nomads’ from all over the 

 
1  ‘Artificial Intelligence Coined at Dartmouth, 1956’ (Dartmouth College, 2025) 

<https://home.dartmouth.edu/about/artificial-intelligence-ai-coined-dartmouth> accessed 20 August 2025. 
2  B Jack Copeland, ‘History of Artificial Intelligence (AI): Alan Turing and the Beginning of AI’, 

Britannica (7 November 2025) <https://www.britannica.com/science/history-of-artificial-intelligence> 
accessed 18 November 2025. 
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world”. The President claims that, “Our success in all other areas depends on how quickly 
and effectively we develop new digital technologies.”3 

In response, the Government of the Republic of Kazakhstan is currently developing a 
Strategy for the Development of Artificial Intelligence, a Digital Code and the Law “On 
Artificial Intelligence”. The Concept for the Development of AI for 2024–2029, approved by 
the Resolution of the Government of the Republic of Kazakhstan dated 24 July 2024, 
No. 592, outlines the current state of AI, assesses preliminary readiness, evaluates the 
research base, reviews international experience and establishes the basic principles and 
approaches for AI development.4  

Kazakhstani legal research increasingly focuses on defining AI, its legal capacity, liability, 
and ethical standards amid insufficient regulation.5 Defining the key challenges associated 
with the implementation and operation of AI is intended to facilitate the development of a 
comprehensive legal model, unify approaches to problem-solving and, ultimately, increase 
the effectiveness of legal regulation.6 

In his Address to the People of Kazakhstan, President Tokayev emphasised that, “to become 
part of the new technological paradigm, it will be necessary to restructure the entire system 
of public administration with a manifold increase in its transparency, efficiency, and 
human-centred orientation”.7 This underscores a critical issue: the legal regulation of AI 
integration into public administration and its interaction with the protection of citizens’ 
procedural rights. This challenge is both ethical and regulatory, representing a fundamental 
aspect of the relationship between society and the state in the era of digital development. 

 

 
3  Alexandra Golm, ‘Tokayev Spoke about the Development of AI and the Creation of a Supercomputer 

in Kazakhstan’ (NUR.KZ, 12 April 2024) <https://www.nur.kz/technologies/software/2083760-
tokaev-vyskazalsya-o-razvitii-ii-i-sozdanii-superkompyutera-v-kazahstane/> accessed 20 August 2025. 

4  Resolution of the Government of the Republic of Kazakhstan No 592 ‘On approval of the Concept for 
the Development of Artificial Intelligence for 2024–2029’ (24 July 2024) <https://adilet.zan.kz/ 
kaz/docs/P2400000592> accessed 20 August 2025. 

5  Zhanna U Tlembayeva, ‘On Some Approaches to the Legal Regulation of Artificial Intelligence’ (2021) 
2(65) Bulletin of the Institute of Legislation and Legal Information of the Republic of Kazakhstan 61. 
doi:10.52026/2788-5291_2021_65_2_61. 

6  Zhanna U Tlembayeva, ‘On Legal Regulation of the Use of Artificial Intelligence in Healthcare of the 
Republic of Kazakhstan’ (2022) 5-1 Greater Eurasia: Development, Security, Cooperation 1123; Darya 
Zhanysbayeva and Mila Ryzhkina, ‘Draft Law of the Republic of Kazakhstan “On Artificial 
Intelligence” – Principles of Regulation and Practical Aspects’ (GRATA International, 14 July 2025) 
<https://gratanet.com/publications/draft-law-of-the-republic-of-kazakhstan-on-artificial-
intelligence-principles-of-regulation-and-practical-aspects > accessed 9 September 2025. 

7  Kassym-Jomart Tokayev, ‘Kazakhstan in the Era of Artificial Intelligence: Current Challenges and 
Solutions through Digital Transformation: President’s State of the Nation Address to the People of 
Kazakhstan’ (Әділет, 8 September 2025) <https://adilet.zan.kz/kaz/docs/K25002025_1> accessed  
10 November 2025. 
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2  METHODOLOGY 

This study examines the legal regulation of AI in Kazakhstan is reviewed in this study using 
a comprehensive approach that integrates both theoretical analysis and practical insights 
into existing developments and practical recommendations.  

The study's basis is the comparative legal method, which enables a comparative analysis 
of legal practices and regulations across countries. This method was applied to analyse 
relevant texts and policies from the European Union, the United States of America, China, 
and the Republic of Kazakhstan.8 While the EU, US, and Chinese frameworks have 
already been in use for quite some time, Kazakhstan has only recently adopted the Law 
"Оn Artificial Intelligence".9 The comparative legal method allows for the identification 
of global trends and country-specific features, guiding the adaptation of these 
developments to the Republic of Kazakhstan’s context. For instance, the EU’s AI Act 
illustrates how to balance AI-driven economic innovation with risk reduction,10 while the 
White Paper on AI Development, developed in China, provides a wealth of information on 
the introduction of AI across all areas of society.11 

To understand the nature of AI itself, the study employs a systems analysis, conceptualising 
AI as a full-fledged system in which each component is responsible for the functioning of 
the others; that is, it is not an isolated system but a well-coordinated one. In this regard, it is 
possible to identify economic, social, technological, cultural and other aspects of its 
existence. Conducting such an analysis is extremely necessary for adapting AI tools to 
traditional sectors of Kazakhstan's economy, using new tools to improve efficiency without 
destroying these industries.12 

Given widespread public concerns about AI's impact, ethical considerations are a key 
aspect of AI deployment, and the ethical dimension is an essential component of this 

 
8  ibid 
9  Law of the Republic of Kazakhstan No 230-VIII "On Artificial Intelligence" (17 November 2025) 

<https://online.zakon.kz/Document/?doc_id=33005677> accessed 18 November 2025. 
10  Regulation (EU) 2024/1689 of the European Parliament and of the Council of 13 June 2024 Laying 

Down Harmonised Rules on Artificial Intelligence and amending Regulations (EC) No 300/2008, 
(EU) No 167/2013, (EU) No 168/2013, (EU) 2018/858, (EU) 2018/1139 and (EU) 2019/2144 and 
Directives 2014/90/EU, (EU) 2016/797 and (EU) 2020/1828 (Artificial Intelligence Act) [2024] OJ L 
1689 <http://data.europa.eu/eli/reg/2024/1689/oj> accessed 20 August 2025; ‘The EU AI Act: Up-to-
date Developments and Analyzes of the EU AI Act' (EU Artificial Intelligence Act, 2025) 
<https://artificialintelligenceact.eu/> accessed 20 August 2025. 

11  CAICT, Artificial Intelligence White Paper (2022) (CSET Center for Security and Emerging Technology 
within Georgetown University's Walsh School, 16 June 2022) <https://cset.georgetown.edu/ 
publication/artificial-intelligence-white-paper-2022/> accessed 20 August 2025. 

12  Svetlana Moroz and Saparmurat Muzaparov, ‘Problems of Copyright and Intellectual Property Rights 
in Connection with the Use of AI Technologies (Neural Networks) (2024) 198 Scientific Collection 
InterConf 260 <https://archive.interconf.center/index.php/conference-proceeding/article/view/6025> 
accessed 20 August 2025. 
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study.  AI has generated numerous discussions on ethical issues such as legal capacity, 
who should be held responsible for the damage caused by AI, and how appropriate it is to 
use it in those spheres of society where direct human participation has traditionally been 
required—such as education (e.g., writing qualification papers) and medicine (e.g., 
diagnostics and postoperative care recommendations). This method was used to analyse 
recommendations from the OECD13 and the UN Global Digital Compact.14 Based on this 
analysis, proposals were formulated to integrate AI into Kazakhstan's legislation, while 
accounting for potential ethical issues. 

Using the method of critical analysis of regulatory documents, the Law "On Artificial 
Intelligence" and the Concept of AI Development for 2024-2029 were examined. The results 
revealed gaps in the legislation, particularly regarding the definition of AI, its legal status, 
and potential liability in the event of damage.15 

The three proposed regulatory models were derived from a comparative analysis of 
international legal frameworks and adapted to Kazakhstan’s institutional and socio-
economic context, as further detailed in the Results and Discussion section (Table 4). 

In assessing AI, particular attention was paid to the potential risks associated with its 
practical application. A meaningful discussion of these risks requires the modelling method. 
Based on the study of international experience and current trends in Kazakhstan, three 
models of legal regulation of AI regulation were formulated: (1) copying international 
experience, (2) a symbiosis of international and national approaches, and (3) minimal 
regulation to gain a technological advantage.16 

Thus, the chosen methodological framework enabled comprehensive coverage of the 
identified problem, identification of existing shortcomings in the legislation, and 
determination of the key directions for its improvement through specific paths and 
measures tailored to Kazakhstan’s context. 

 
13  OECD, ‘Recommendation of the Council on Artificial Intelligence’ (OECD Legal Instruments, 22 May 

2019) <https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0449> accessed 10 April 
2025; Elvira S Kuandykova, Daulet L Baideldinov and Thomas Hoffmann, ‘Problems of Legal 
Regulation of Digital Transformation of Agriculture of the Republic of Kazakhstan’ (2023) 112(4) 
Bulletin of the Karaganda University: Law Series 7. doi:10.31489/2023L4/7-17.  

14  UNGA Resolution A/RES/79/1 ‘The Pact for the Future: Annex I Global Digital Compact’  
(22 September 2024) <https://docs.un.org/en/a/res/79/1> accessed 20 August 2025. 

15  Maidan K Suleimenov and Farkhad S Karagusov, “The Concept of Recodification of the Civil Code of 
Ukraine and Modernization of the Civil Code of Kazakhstan: A Comparative Analysis of the Main 
Ideas” (Paragraph Lawyer, 29 July 2021) <https://online.zakon.kz/Document/?doc_id=32892885> 
accessed 20 August 2025. 

16  Ricardo Francisco Reier Forradellas and Luis Miguel Garay Gallastegui, “Digital Transformation and 
Artificial Intelligence Applied to Business: Legal Regulations, Economic Impact and Perspective’ 
(2021) 10(3) Laws 70. doi:10.3390/laws10030070. 
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The selection of normative and policy sources was based on official legislative databases and 
international repositories, including Adilet (Kazakhstan), ISO/IEC standards archives, the 
UN Global Digital Compact, and the EU AI Act documentation. Only publicly accessible 
and officially adopted acts, standards, and policy papers were included in the analysis.  

This study is limited to the analysis of normative and policy documents and does not 
include empirical data on enforcement or judicial practice. Future research could 
extend the analysis to case law and administrative decisions to assess how AI-related 
norms are applied in practice. 

 
3  RESULTS AND DISCUSSION 

The legal issues surrounding AI are extensive and warrant thorough theoretical 
research. The focus of this article will be on some of the legal issues of theorising and 
practical implementation of legislation on AI in light of the adoption of the Law "On 
Artificial Intelligence" (hereinafter: the Law "On Artificial Intelligence") by the 
Ministry of Digital Development, Innovation and Aerospace Industry of the Republic 
of Kazakhstan.17 Developing coherent AI legislation is crucial for Kazakhstan’s theory, 
law-making, and practice.18 

3.1. Ethical and Copyright Challenges 

3.1.1. Problems of Legal Regulation of Artificial Intelligence 

The Concept of AI Development in Kazakhstan for 2024-2029 (hereinafter: the Concept) is 
a significant step towards the introduction of AI into the economy and society of 
Kazakhstan.19 Based on the Concept data, Kazakhstan's readiness for AI is reflected in the 
45.78 indicator. The country ranks 72nd out of 181 countries on this list. The most 
"prepared" categories for working with AI are "digital potential" (75.67), "adaptability" 
(63.76), and "data availability" (74.11). At the same time, there are serious problems 
associated with society's unpreparedness for these changes. Thus, in particular, the category 
"infrastructure" is estimated at only 30.80, and "human capital" at 38.55.20 This indicates that 
the country has few qualified personnel ready to work with artificial intelligence, and a 

 
17  Law of the Republic of Kazakhstan No 230-VIII (n 9); Tlembayeva, ‘On Legal Regulation of the Use 

of Artificial Intelligence in Healthcare of the Republic of Kazakhstan’ (n 6). 
18  Resolution of the Government of the Republic of Kazakhstan No 592 (n 4). 
19  Sarah K Idrysheva, ‘On the Digital Code of Kazakhstan’ (2022) 3(96) Law and State 72. 

doi:10.51634/2307-5201_2022_3_72.  
20  Mohamed Hamada and others, ‘Artificial Intelligence to Improve the Business Efficiency and 

Effectiveness for Enterprises in Kazakhstan’ (2021) 4(1) SAR Journal - Science and Research 34. 
doi:10.18421/SAR41-06.  
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sufficient material and technical base for this has not been created. The indicator "vision 
(strategy)" is 0, and "maturity", that is, readiness for AI, is 15.48. As a result, the introduction 
of AI poses a major problem across all areas of Kazakhstani society. 

Based on the above, the Concept emphasises the need to create conditions for working with 
AI and for sustainable growth in this area, which will require major changes and additions 
in the legislative sphere. One of the main problems is the uncertainty of existing definitions, 
as well as legal mechanisms regulating AI and responsibility for its use.21 The Concept 
appropriately notes that the existing trends in informatisation and cybersecurity 
development in Kazakhstan do not meet the requirements for addressing problems related 
to the use of artificial intelligence. 

The developers of the Law “On Artificial Intelligence” understand AI as “the functional 
ability to imitate cognitive functions characteristic of humans, providing results comparable 
to or superior to those of human intellectual activity”.22 The difficulties of applying the 
concept of "artificial intelligence" will most likely ‘haunt’ the Kazakh legislator, as it is 
currently quite difficult to determine with a high degree of accuracy the range of issues 
associated with the development of such a broad phenomenon. It is characteristic that the 
recently adopted EU AI Act provides an operational definition of AI (Article 3), focusing 
on the system’s functionality and associated risks rather than a single conceptual definition. 
This cautious approach reflects the EU’s intent to regulate AI based on risk categories.23  
 

Table 1. Risk-based grading of AI systems in the EU 

AI System Class Measures and requirements applied Examples 

Prohibited 
practices 

Complete ban on the use of malicious  
AI systems. 

Systems for inciting 
violence. 

High risk Mandatory registration, security 
requirements, cybersecurity, data 
management. 

Biometrics, 
autonomous vehicles. 

Limited risk Compliance with the principles of process 
transparency, minimum requirements. 

Recommender systems 
in trading. 

Low risk No obligations or restrictions. Virtual assistants, 
simple chatbots. 

 
The OECD has taken a distinctive approach to defining artificial intelligence, revising its 
definition in 2023 to describe AI as “systems whose behaviour can be haracterized as 
intelligent. This includes the ability to learn from data, adapt to new inputs, and perform 

 
21  Tlembayeva, ‘On Some Approaches to the Legal Regulation of Artificial Intelligence’ (n 5). 
22  Law of the Republic of Kazakhstan No 230-VIII (n 9). 
23  Idrysheva (n 19). 
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tasks that would normally require human intelligence.”24 The OECD deliberately uses such 
a broad formulation to encompass various AI technologies, including both machine 
learning and rule-based systems. However, the OECD also defines an AI system as “a 
computer system that, in order to achieve explicit or implicit goals, determines from the 
inputs it receives how to generate outputs such as predictions, content, recommendations 
or decisions that can influence a physical or virtual environment”.25 

In the broader context of developing international standards for the legal regulation of 
AI, most researchers consider it necessary to be guided by the requirements of AI system 
security and transparency. Thus, the ISO/IEC 38507:2022 and ISO/IEC 23894:2023 
standards note that, first, a basis is needed to ensure cybersecurity and prevent AI-related 
fraud and crime.26 

 
Table 2. Key requirements for high-risk AI systems in the EU 

Requirement Description 

Registration in the 
database 

Developers are required to register AI before entering the market. 

Risk management Mandatory testing for technical reliability, training and data 
management. 

Transparency Developers are required to disclose information about the 
algorithms they use and how they train models. 

Cybersecurity Strict requirements for ensuring the security of AI systems. 

Post-Market 
Monitoring 

Post-marketing monitoring by regulators. 

 
Different AI systems vary in their level of autonomy and adaptability after deployment. In 
this sense, the developers of the Laws "On Artificial Intelligence" plan to distinguish AI from 
AI systems. They propose the following definition: “AI technologies (systems) - technologies 
based on the use of artificial intelligence, including speech and visual image recognition, 
analytical decision-making, complex logical operations, and intelligent decision support.”27   

 
24  Kuandykova, Baideldinov and Hoffmann (n 13). 
25  Idrysheva (n 19). 
26  ISO/IEC 38507:2022 Information Technology - Governance of IT - Governance Implications of the 

Use of Artificial Intelligence by Organizations (2022) <https://www.iso.org/standard/56641.html> 
accessed 20 August 2025; ISO/IEC 23894:2023 Information Technology - Artificial Intelligence - 
Guidance on Risk Management (2023) <https://www.iso.org/standard/77304.html> accessed  
20 August 2025. 

27  Patricia Gomes Rêgo de Almeida, Carlos Denner dos Santos and Josivania Silva Farias, ‘Artificial 
Intelligence Regulation: A Framework for Governance’ (2021) 23 Ethics and Information Technology 
505. doi:10.1007/s10676-021-09593-z. 
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Table 3. Comparison of international approaches to AI regulation 

Country Definition of AI Degree of 
regulation 

Ethical 
standards 

Problems 

EU Does not contain a 
clear definition of AI 

Moderate, AI 
Act 

Transparency, 
control 

Safety, 
responsibility 

Kazakhstan Information and 
communication 
technology 

Law "On 
Artificial 
Intelligence" 

Ethics, control Lack of 
theoretical and 
practical basis 

USA Does not contain a 
clear definition of AI 

Liberating 
regulation 

Flexibility, 
ethics 

Predictability of 
AI behavior 

China Does not contain a 
clear definition of AI 

Strict 
standards 
and control 

Restrictions in 
certain areas 

Ethical issues 

 
If the technological aspect of defining the concept of artificial intelligence is not considered 
at this stage, it is proposed that the Kazakh legislator should refrain from distinguishing 
between AI and AI systems (including rule-based systems, as understood by the OECD). 
Given the complexity of the phenomenon and the lack of clear criteria for determining the 
"intelligence" of emerging systems, such an approach may lead to further difficulties in 
classifying particular technologies as AI systems. At present, legal science in the field of AI 
faces three main problems of defining the concept, nature and limits of regulation: 

1. Semi-autonomy: A certain degree of autonomy may lead to unexpected results, and 
therefore, the creation of systems that adapt to the changing nature of AI will be difficult 
due to the over-regulation of developments in this area.28 Researchers note that, in the case 
of increasing the autonomy of AI, it is important to correctly balance between the freedom 
of algorithms and the need for legislative control.29 

2. Predictability: The increasing complexity of AI systems reduces the predictability of their 
behaviour, which, to a certain extent, levels out the possibilities of management and 
regulation at the regulatory level.30 In this context, the importance of creating flexible legal 
systems that can adapt to rapid technological changes is discussed.31 

3. Unlimited application: The variability of the application of AI in various areas of human 
activity complicates the possible regulatory structure, and the construction of a system of 
norms regulating various areas of application of AI may be a massive undertaking that does 

 
28  Hamada and others (n 20). 
29  de Almeida, dos Santos and Farias (n 27). 
30  Kuandykova, Baideldinov and Hoffmann (n 13). 
31  Regulation (EU) 2024/1689 (n 10). 
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not keep pace with the development of relevant technologies.32 Thus, it is necessary to 
develop mechanisms that enable rapid, effective regulation of new AI uses across sectors.33 

The abovementioned problems, in a broad sense, prevent the determination of the legal 
capacity of artificial intelligence and preclude its recognition as a full-fledged subject of law. 
In this regard, Suleimenov and Karagusov reasonably argue that “Neither robots nor AI 
should be recognised as subjects of law. At the level of the Civil Code, their legal regime 
should be enshrined as a separate category of objects of civil rights, excluding human 
interaction with them, allowing only human influence on them.”34 

The lack of a clear legal status for AI underscores the need to define appropriate regulatory 
frameworks for its use. To address this issue, three alternative regulatory models were 
developed based on comparative legal analysis, as summarised below. 

 
Table 4. Comparative characteristics of AI regulatory models 

Model 
 

Description Advantages Limitations Applicability 
to Kazakhstan 

Direct 
adoption of 
international 
norms 

Copying EU 
and OECD 
standards and 
regulatory 
practices 

Legal 
harmonisation, 
predictability, 
compliance with 
global norms 

Low 
adaptability to 
national 
context, 
potential 
overregulation 

Moderate 

Hybrid 
(international 
+ national) 

Combination 
of global 
standards with 
local legal and 
institutional 
specifics 

Flexibility, 
contextual 
relevance, 
balanced 
regulation 

Requires strong 
institutional 
capacity and 
policy 
coherence 

High 

Minimal 
regulation 

Limited legal 
interference to 
foster 
innovation 

Technological 
advantage, fast 
implementation 

Legal 
uncertainty, 
weak protection 
of rights 

Selective / 
Experimental 

 
The comparative analysis demonstrates that each regulatory model offers distinct 
advantages and challenges for the legal governance of AI in Kazakhstan. The first model, 
direct adoption of international norms, provides the most predictable and harmonised 

 
32  ISO/IEC 38507:2022 (n 26). 
33  Keng Siau and Weiyu Wang, ‘Artificial Intelligence (AI) Ethics: Ethics of AI and Ethical AI’ (2020) 

31(2) Journal of Database Management 74. doi:10.4018/JDM.2020040105. 
34  Suleimenov and Karagusov (n 15). 
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approach. By aligning national legislation with the EU AI Act and OECD standards, this 
model would ensure compliance with global norms, facilitate international cooperation, 
and simplify cross-border data and technology exchange. However, its primary drawback 
lies in the limited adaptability of international standards to Kazakhstan’s socio-economic 
and legal environment. Excessive reliance on external regulatory templates could lead to 
overregulation and hinder local innovation. 

The hybrid model, combining international standards with national regulatory 
mechanisms, is the most balanced and contextually suitable option. It allows Kazakhstan to 
maintain consistency with international best practices while tailoring specific provisions to 
national realities. Such an approach supports flexibility, promotes institutional learning, and 
enables gradual adaptation of legal norms as technologies evolve. Nevertheless, its effective 
implementation requires a high degree of institutional coordination, capacity building, and 
sustained policy coherence—areas that currently remain underdeveloped. 

The third model—minimal regulation—represents a liberal framework aimed at stimulating 
innovation and rapid technological development. It provides significant room for 
experimentation and entrepreneurship in the AI sector. Yet, the absence of clear legal 
safeguards increases the risks of legal uncertainty, ethical violations, and insufficient 
protection of human rights. Consequently, this model can be applied only selectively, for 
instance, in pilot projects or regulatory sandboxes. 

Overall, the analysis suggests that the hybrid model offers the most practical pathway for 
Kazakhstan, as it balances innovation incentives with the need for legal certainty and social 
accountability, aligning technological progress with national institutional capacity. 

3.1.2. Problems of Normative and Technical Regulation of Artificial Intelligence 

Unclear legal definitions complicate the technical regulation of AI. Kazakhstan has yet to 
develop a set of national standards for the technical regulation of artificial intelligence. Still, 
the legislator should already be considering building a coherent legal framework to minimise 
potential risks in the creation and use of artificial intelligence, its systems, and robotics based 
on it. At the same time, the base of international standards for technical regulation of AI is 
developing very quickly, where the main risks are the following (Table 5): 

1. Reputational costs to the owner of AI in the event of harm caused to others due to 
a lack of control over artificial intelligence; 

2. Complete or partial loss of control over the exploited artificial intelligence; 

3. Disenfranchisement of workers whose functions are replaced by the work of 
artificial intelligence; 

4. Univariance in the judgments of AI when processing data due to the limitations of 
the data provided to it; 
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5. Increased complexity of competition between market participants using AI and 
those who do not; Difficulty in predicting the performance of AI due to limited 
historical data and rapidly changing future expectations.35  

 
Table 5. Problems of normative and technical regulation of AI 

Risk Description Proposed measures 

Reputational costs Harm caused to others due to lack 
of control 

Codes of Ethics, Voluntary 
Standards 

Loss of control Complete or partial loss of control 
over AI 

Transparency, monitoring 

Unlimited 
application 

Variability of AI application 
across industries 

Development of industry 
standards 

Difficulties in 
forecasting 

Problems with predictability of AI 
behavior 

Improving AI learning 
systems 

 
Currently, the difficulties associated with the legal regulation of AI, as well as the predicted 
risks, are only increasing. The White Paper on the Development of AI in China 
(April 2024), among the technical risks, points to possible delusions of artificial 
intelligence, in which systems produce answers or judgments that do not correspond to 
reality, such as when processing images or language structures.36 When such systems are 
used in areas like healthcare or transport, these errors may pose risks to citizens' lives and 
health. To solve these problems, the document proposes implementing AI learning systems 
with creator feedback (RLHF) or "Fence technology" (NeMo Guardrails). However, the 
deployment of these solutions remains challenging. This is why the risks of using AI in 
medicine and healthcare require primary attention and legal regulation. B. Murdoch, a 
scientist who described cases of using AI in hospitals in his work, agrees with this. The 
author states that the lack of legal regulation leads to a violation of confidentiality and 
unauthorised "replication of medical information."37 

A risk-oriented approach to national standardisation and regulation of AI in the Republic 
of Kazakhstan appears justified under current conditions. Building a system of standards 
should be based on the following categories of risk: 

1. Comparable risk: The introduction of AI systems such as AI-enabled video games, 
spam filtering systems, and other similar technologies should not, for the most part, 

 
35  ISO/IEC 38507:2022 (n 26); ISO/IEC 23894:2023 (n 26); ISO/IEC 22989:2022 Information 

Technology - Artificial Intelligence - Artificial Intelligence Concepts and Terminology (2022) 
<https://www.iso.org/standard/74296.html> accessed 20 August 2025.  

36  CAICT (n 11). 
37  Blake Murdoch, ‘Privacy and Artificial Intelligence: Challenges for Protecting Health Information in 

a New Era’ (2021) 22 BMC Med Ethics 122. doi:10.1186/s12910-021-00687-3.  
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create obligations and liabilities for developers. However, it is necessary to create 
conditions in which developers voluntarily follow codes of ethics and conduct, 
thereby minimising potential risks. To this end, it is important to develop 
mechanisms that encourage companies to self-regulate and implement best 
practices that help protect users.38 

2. Transparency risk: AI-based systems must clearly inform consumers when 
interactions involve a machine, especially in areas such as chatbots and content-
generating systems. This will help increase user trust and ensure transparency 
in interactions with AI systems. At the same time,  measures in this area must 
be balanced with the need to protect personal data and comply with privacy 
standards.39 

3. Contact risk: AI systems operating in sensitive areas—such as medicine, military 
technology, and selection or screening processes—must be subject to strict 
restrictions that reflect potential risks to human health and safety. Human oversight 
remains essential to ensure that AI use does not lead to potentially dangerous 
consequences. Strict regulations aimed at managing these risks must take into 
account both technical and ethical aspects.40 

4. Manipulative risk: It is important to embed moral and ethical principles into the 
foundation of AI technologies to avoid manipulative abuses. For example, 
aggressive sales, social scoring, big data processing and other types of manipulation 
can lead to serious consequences for human rights. AI developers must take these 
risks into account and develop systems that ensure the rights and freedoms of 
citizens are respected, preventing the misuse of AI to manipulate personal data.41 

Based on the content of the Law "On Artificial Intelligence",42 it appears that the Kazakh 
legislator is taking the path of excessive regulation, in which the authorised body in the field 
of AI will maintain a classifier of AI systems, which will prohibit the creation, development 
and operation of systems with capabilities other than those defined by the classifier. The 
introduction of such a classifier contradicts the principles enshrined in the Concept of AI 
Development for 2024-2029,43 which holds that a low level of regulation can provide a 
technological advantage. In this sense, the quality of the classifier leaves questions, and AI 
systems, especially dual-use ones, may not be developed. 
  

 
38  Siau and Wang (n 33). 
39  ISO/IEC 38507:2022 (n 26). 
40  Hamada and others (n 20). 
41  Nicola Lucchi, ‘ChatGPT: A Case Study on Copyright Challenges for Generative AI Systems’ [2023] 

European Journal of Risk Regulation 1. doi:10.1017/err.2023.59.  
42  Law of the Republic of Kazakhstan No 230-VIII (n 9).  
43  Resolution of the Government of the Republic of Kazakhstan No 592 (n 4).  
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3.1.3. Problems of Ethical Regulation of Artificial Intelligence 

Many people are concerned about the ethical issues arising from the use of AI. According 
to researcher L. Floridi, these issues should be addressed not only through theoretical 
development but also through implementation in current and/or developing legislation. 
This will minimise ethical risks, prevent a possible decline in the reputations of those who 
use AI in their activities, and prevent potential human rights violations associated with these 
systems.44 T. Hagendorf agrees with this opinion, according to whom universal principles of 
ethical regulation of the use of AI should be developed initially, after which all countries will 
be guided by them when developing legislative norms and using AI in practice.45 

While these international frameworks provide valuable guidance, their practical application 
in Kazakhstan requires adaptation to national constitutional principles and legal traditions. 
Ethical principles such as transparency, fairness, and accountability resonate with 
Kazakhstan’s constitutional provisions, including the right to privacy (Article 18) and the 
prohibition of discrimination (Article 14).46 Ethical self-regulation by developers can 
complement formal legal regulation, ensuring flexibility and innovation within the 
boundaries of legal accountability. Together, these mechanisms form a balanced framework 
that aligns ethical responsibility with the rule of law in Kazakhstan. 

AI ethics challenges arise from the difficulty of defining ethical principles for its creation 
and operation. The complete absence of regulatory decisions in this area in Kazakhstan at 
the initial stage allows reliance on existing international legal developments. Nevertheless, 
even international practice lacks a unified approach to the formation of a basket of ethical 
principles for AI and a strict hierarchy for them, which complicates the development of a 
general ethical basis. Significant progress in AI development and regulatory developments 
in several countries further complicate the harmonisation of international norms with 
national legislation, both due to differing levels of technology penetration and the number 
of ethical and legal documents adopted at the national level.  

At the same time, the scientific community mainly concentrates on the study of the 
ethical principles of the functioning of AI either in relation to the abstract definition of 
a “good” or “bad” algorithm (rather than “well-designed” and “poorly designed”),47 

 
44  Luciano Floridi, ‘Introduction to the Special Issues: The Ethics of Artificial Intelligence: Exacerbated 

Problems, Renewed Problems, Unprecedented Problems’ (2024) 61(4) American Philosophical 
Quarterly 301. doi:10.5406/21521123.61.4.01.  

45  Thilo Hagendorff, ‘The Ethics of AI Ethics: An Evaluation of Guidelines’ (2020) 30 Minds & Machines 99. 
doi:10.1007/s11023-020-09517-8.  

46  Constitution of the Republic of Kazakhstan of 30 August 1995 (amended 18 July 2025) 
<https://adilet.zan.kz/eng/docs/K950001000_> accessed 20 August 2025. 

47  Jessica Morley and others, ‘Operationalising AI Ethics: Barriers, Enablers and Next Steps’ (2023) 38 
AI & Society 411. doi:10.1007/s00146-021-01308-8.  
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through the lens of specific regulatory domains,48 or in broader discussions of human 
rights and public benefit.49 

Ethical issues are also inextricably linked with copyright concerns. The rapid 
development of AI has led many individuals to use such tools to create authorial texts and 
visual materials. A number of AI-created texts have already become bestsellers. Within 
academic contexts, both students and teachers increasingly turn to AI for help in writing 
qualification papers and scientific publications. At first glance, AI assistance, when used 
wisely, does not seem ethically problematic, since, for example, the use of algorithmic 
skills, information search, and calculations is quite reasonable and adequate. At the same 
time, many people use it to minimise their own participation in solving intellectual 
problems, which, in fact, is an ethical problem. 

Moreover, AI-developed materials often lack a specific author but are actively sold on 
freelance platforms, which cannot currently refer to specific laws for detailed regulation of 
such cases. Traditional legal concepts of copyright do not apply to examples of artificial 
intelligence, since no specific legislative sanctions have been developed for it. As a result, it 
is unclear who should be punished in such a case. Lucci argues that traditional copyright 
concepts are outdated and require not just revision, but the creation of entirely new ones in 
the era of digitalisation and AI.50 

A rather curious approach is proposed by Morley and her colleagues, who argue that it is 
necessary to develop legal norms that allow the creation of a copyright object without direct 
human participation. However, such a model raises additional questions regarding liability 
if an AI-generated work causes damage to someone. For example, a generated scene 
depicting violence may harm minors or extremely impressionable individuals.51 Although 
such cases are currently rare—and AI platforms typically do not allow the creation of 
prompts that contain violence, or generate safe text/images—precedents may emerge. 

If such a precedent arises, it seems logical to us to impose liability primarily on the 
platform owner where this situation occurred. This position is justified: when a platform 
acquires or deploys an AI mode, it enters into an agreement that sets out the rules for 
regulating relations with users. Accordingly, the AI developer should not be held liable, 
as responsibility is shifted to those who directly use the AI. In this case, it is necessary to 
develop a legal basis for regulating the conclusion of contracts when purchasing the right 
to place an AI model. 

Researchers Moroz and Muzaparov proposed an interesting point on the ethical regulation 
of AI use.52 According to these authors, the law on AI should take into account the specifics 

 
48  de Almeida, dos Santos and Farias (n 27). 
49  Idrysheva (n 19).  
50  Lucchi (n 41). 
51  Morley and others (n 47).  
52  Moroz and Muzaparov (n 12). 
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of a specific AI platform, since many of the results of generations cannot be attributed to the 
concepts of "creativity" and "authorship". In view of this, it is necessary to develop and 
introduce new terminology in the context of AI to allow for a more understandable 
interpretation of the results of user interaction with artificial intelligence and, therefore, to 
regulate potential problems associated with authorship. 

At this time, it is not possible to determine whether the Kazakh legislator will follow the 
path of harmonising national legislation with international standards or develop its own 
concept of ethical principles in the field of AI ethics. Still, international experience is 
nevertheless likely to facilitate the implementation of such technologies. Among the 
recommended postulates in the field of AI regulation, in general and its ethical foundations 
in particular, the norms and recommendations of the Global Digital Compact, planned for 
adoption at the UN level, would be significant for Kazakhstan and could provide the 
necessary guidelines for national regulation. However, even the implementation of 
international ethical standards in national AI legislation will be associated with a greater 
declaratory nature, and their voluntary compliance will often conflict with economic 
feasibility, since AI developers will often be guided by considerations of monetisation and 
applied usefulness first and foremost. However, it is hoped that national legislation will 
supplement AI's ethical postulates with normative regulation, balancing positive ethical 
guidelines with restrictive regulatory measures.   

3.2. Institutional and Procedural Safeguards 

The trend toward digitalising a significant portion of the public administration sector in 
the Republic of Kazakhstan is gaining momentum each year. The President of the country 
has articulated ambitious goals for transforming the state into a fully-fledged “digital 
nation,” characterised by comprehensive digitalisation and the implementation of AI. In 
this context, there are stated intentions to introduce AI into various spheres of public 
administration, including geological exploration, monitoring of agricultural lands, 
transport and transit regulation, implementation of a multifunctional digital platform for 
transportation management, building information modeling using AI technologies, a 
digital platform for water resources, tax administration, the introduction of AI-based 
distance learning for rural regions, a system for monitoring the quality and volume of 
medical services using AI technologies, as well as the development of culture and the arts 
in the era of artificial intelligence, among others.53 

The accelerated pace of digitalisation necessitates legal and regulatory measures in this field 
to ensure oversight, transparency in the functioning of digital systems, and the protection 
of citizens’ rights, including procedural rights. 

 
53  Tokayev (n 7).  
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As previously noted, the Law of the Republic of Kazakhstan "On Artificial Intelligence"54 is 
characterised by excessive overregulation, the establishment of numerous administrative 
functions, and restrictions and prohibitions. 

In particular, the Law "On Artificial Intelligence" establishes a classification of 
autonomous artificial intelligence systems (decision-making processes that are 
independent of predetermined parameters and are not subject to control by the system 
owner), as well as artificial intelligence systems with a specific set of functional 
capabilities (paragraph 2, Article 17). These include, in particular, the use of 
subconscious, manipulative, or other methods that significantly distort human 
behaviour; exploitation of human moral and/or physical vulnerability; determination of 
human emotions without consent; and similar practices. 

These grounds largely mirror the provisions of the EU AI Act (Article 5),55 albeit with 
certain distinctions. 

In accordance with subparagraph 3 of paragraph 3 of Article 17 of the Law "On Artificial 
Intelligence", the use of AI systems that evaluate and classify natural persons or groups of 
persons over a certain period of time based on their social behavior or known, presumed, 
or predicted personal characteristics is prohibited, except in cases provided for by the laws 
of the Republic of Kazakhstan. 

By contrast, under the EU AI Act, “social scoring” is prohibited only where it results in 
discrimination or disproportionate sanctions. The EU regulation sets out unambiguous 
conditions under which evaluations or classifications may be carried out. Accordingly, 
any normative acts of competent authorities aimed at creating an online 
platform/application using AI would be required to comply with the principle established 
in Article 5 of the EU AI Act. 

The corresponding provision in the domestic legislation establishes an absolute 
prohibition, thereby creating a barrier to digital development. The introduction of any AI-
based technologies designed to evaluate or classify individuals or groups (e.g., credit or 
social scoring) based on their social behaviour would require the adoption of a law, either 
through amendments to existing legislation or the enactment of a new law. This would 
create significant administrative hurdles, as the legislative process entails a specific 
sequence of steps, requirements, and timelines. 

At the same time, the formulation “except in cases provided for by the laws of the Republic 
of Kazakhstan” may enable state bodies to be granted very broad powers. For instance, 
legislation may confer competence upon an authorised body to adopt corresponding 
subordinate normative legal acts. In such a case, there is a significant likelihood that the 
rights and legitimate interests of citizens could be infringed by the state’s imperative 

 
54  Law of the Republic of Kazakhstan No 230-VIII (n 9).  
55  Regulation (EU) 2024/1689 (n 10). 
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administrative will. In this regard, it appears necessary to establish, at the legislative level, a 
condition requiring that any evaluation or classification of individuals or groups not lead to 
adverse or discriminatory treatment of particular persons or groups. 

In addition, it seems necessary to introduce a requirement to protect citizens' 
fundamental rights. Any ratings or classifications based on social indicators must not 
restrict fundamental rights and freedoms, which include, inter alia, those enshrined in 
the Constitution of the Republic of Kazakhstan, including the right to life, personal 
liberty, the inviolability of private life, the right to recognition of legal personality, and 
judicial protection. 

A different approach is applied to the classification of natural persons based on their 
biometric data. Under subparagraph 5 of paragraph 3 of Article 18, classifications aimed 
at drawing conclusions about race, political views, religious affiliation, or other 
circumstances are prohibited in the Republic of Kazakhstan if they are to be used for 
discriminatory purposes. By comparison, the EU AI Act permits the placing on the 
market, putting into service, or use of biometric categorisation systems that determine 
race, political opinions, trade union membership, religious or philosophical beliefs, 
sexual life or orientation, in cases of lawful labelling or filtering of biometric data, for 
instance, in the field of law enforcement. 

In this regard, the formulation “and on any other grounds” makes it possible to encompass 
all potential bases of discrimination, including those not explicitly specified in current 
legislation. In the context of rapid technological development and the emergence of new 
forms of discriminatory practices, such openness ensures regulatory flexibility. The focus 
on the ultimate effect—“for the purpose of any discriminatory use”—allows the state not 
to block the very process of developing and testing technologies, but rather to concentrate 
on preventing unlawful consequences. This reduces the risk of excessive interference in 
scientific research or the neutral use of biometric data, for example, in medical or 
educational contexts. 

Thus, the regulatory challenges under the Law "On Artificial Intelligence" manifest in 
excessive regulatory density, the creation of administrative barriers to technological 
deployment, and the risks of broad discretion by state authorities—factors that may slow 
digital development and threaten citizens’ procedural rights. 

3.3. Liability and Protection of Citizens’ Rights 

Continuing the discussion on the use of biometric data, it is impossible not to address the 
relationship between state regulation and the safeguarding of citizens’ rights, including 
the establishment of appropriate liability for violations of their protection. The current 
Law of the Republic of Kazakhstan “On Personal Data and Its Protection” (hereinafter: 
the Law on Personal Data) classifies biometric data as personal data that characterises the 
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physiological and biological features of the subject of personal data, based on which his 
or her identity can be established. 56 

The protection of such data is, first and foremost, established through the recognition of its 
confidentiality. Thus, pursuant to Article 11 of the Law on Personal Data, owners and/or 
operators, as well as third parties obtaining access to personal data of restricted access, are 
required to ensure their confidentiality by adhering to the obligation not to disclose such 
data without the consent of the data subject or his/her legal representative, or in the absence 
of another lawful basis. Persons who have become aware of personal data of restricted access 
in connection with professional or official necessity, as well as through employment 
relations, are likewise obliged to ensure their confidentiality. 

At the same time, the high-profile case involving Kaspi Bank regarding the breach of the 
confidentiality of digital data reveals gaps in the legislation, which, in turn, lead to violations 
of citizens’ rights.57 

In 2021, a citizen of Kazakhstan reported a privacy violation while applying for a loan 
through the Kaspi Bank mobile application, which required biometric identification. 
According to publicly available media sources, the user alleged that her personal data were 
processed and subsequently shared among debt collection agencies without her consent. 
Over several years, she appealed to the bank and relevant state authorities, requesting the 
deletion of the biometric data and clarification of responsibility. The bank, in its official 
response, stated that the data breach occurred on the side of third-party collectors and was 
not caused by its employees. It should be noted that no official court proceedings or other 
procedural documents are available for this case; however, certain elements of this 
precedent may still be analysed as an illustrative example. 

Under paragraph 3 of Article 11 of the Law on Personal Data, the confidentiality of 
biometric data is established by the legislation of the Republic of Kazakhstan. The procedure 
for biometric identification carried out by banks is determined by the relevant Rules 
(hereinafter: the Rules).58 These Rules clearly provide that biometric identification is to be 
conducted using the person's face (paragraph 5). Accordingly, obtaining images of any other 
body, apart from the individual’s face, is unlawful and such data must neither be stored in 
the bank’s database nor transferred to collection agencies. 

 
56  Law of the Republic of Kazakhstan No 94-V ‘On Personal Data and their Protection’ (21 May 2013) 

<https://adilet.zan.kz/eng/docs/Z1300000094>  accessed 12 September 2025. 
57  Arman Ermekov, ‘A Woman Accuses the Bank of Distributing her Intimate Photo’ (Politico,  

15 August 2025) <https://politico.kz/article/ayel-adam-kaspi-bankti-ashyk-suretin-taratqany-ushin-
sotka-bermek> accessed 12 September 2025. 

58  Resolution of the Board of the Agency of the Republic of Kazakhstan for Regulation and Development 
of the Financial Market No 56 ‘On approval of the Rules for Conducting Biometric Identification by 
banks, Organizations Carrying out Certain Types of Banking Operations, and Microfinance 
Organizations’ (16 August 2024) <https://adilet.zan.kz/kaz/docs/V2400034950> accessed  
12 September 2025. 
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At the same time, the Rules contain an important limitation. Pursuant to paragraph 1, they 
do not apply to biometric identification processes carried out by banks using their own 
hardware devices. In other words, the Rules are inapplicable when banks use their own 
devices—such as ATMs, terminals, in-branch systems, or mobile applications—as was the 
case in the aforementioned incident. 

Pursuant to paragraph 5-5 of Article 34 of the Law of the Republic of Kazakhstan “On Banks 
and Banking Activities”, banks are prohibited from concluding a bank loan agreement with 
an individual via the Internet without conducting biometric identification, the procedure 
for which must be determined by the authorised body.59 

According to Kazakhstan’s legislation, subordinate regulatory legal acts—such as rules, 
regulations, instructions, methodologies—do not establish norms of law but are adopted 
only to implement legislative acts and other higher-level normative legal acts. In the case of 
the Rules, it is evident that the provision granting banks the competence, in accordance with 
their internal regulations, to independently determine the procedure and requirements for 
biometric identification and the subsequent handling of digital data constitutes a norm of 
law and should be regulated at the statutory level. Otherwise, as illustrated by the above-
mentioned case, banks may rely on internal regulations, commercial secrecy, or other legally 
protected information to violate citizens’ rights and freedoms while evading responsibility 
for breaches of personal data legislation. 

At present, the draft Digital Code of the Republic of Kazakhstan (hereinafter: the Code) is 
under consideration by the Mazhilis of the Parliament of the Republic of Kazakhstan.60 

According to the Code, the following biometric data of citizens of the Republic of 
Kazakhstan will be subject to processing for authentication purposes: 

1) digital facial image; 

2) dactyloscopic (fingerprint) information. 

Thus, the adoption of the Code is expected to eliminate the existing legal gap. Nevertheless, 
it remains necessary to review current legislation to establish more effective mechanisms for 
protecting individuals' personal data and safeguarding related civil rights and freedoms. 

 

  

 
59  Law of the Republic of Kazakhstan No 2444 ‘On Banks and Banking Activities in the Republic of 

Kazakhstan’ (31 August 1995) <https://adilet.zan.kz/kaz/docs/Z950002444_> accessed 12 September 2025. 
60  Draft Digital Code of the Republic of Kazakhstan (2024) <https://mazhilis.parlam.kz/kk/all-bill/807> 

accessed 9 September 2025. 
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4  CONCLUSIONS 

The list of problems outlined above will not be complete now or in the future, which reflects 
the evolving nature and inherent complexity of artificial intelligence. Given the current 
absence of AI-specific regulation in Kazakhstan, the country will need to develop its 
regulatory toolkit both through foreign experience and local regulation, taking into account 
domestic achievements and failures in the context of the underdevelopment of AI 
technologies and the lack of basic experience in its use. 

An analysis of foreign experience enables the identification of three models of legal 
regulation of AI in Kazakhstan. The first model involves copying international experience 
by transferring advanced international norms to Kazakhstani legislation. The second model 
can be based on the symbiosis of international legal norms and national characteristics of 
the creation and use of AI technologies. The third approach is based on minimal legal 
regulation to obtain a technological advantage through soft regulation.  

At the same time, comprehensive regulation of AI by norms of direct action, combining 
normative, technical, and ethical regulation, is difficult to implement and, most likely, even 
harmful to national legislation due to the multidimensionality of the phenomenon and the 
insufficiency of research and empirical data on artificial intelligence. 

It appears likely that, upon adopting the Law "On Artificial Intelligence", the Kazakh 
legislator will also enact a number of related regulatory legal acts. These may address 
issues such as liability for violations of citizens' rights arising from the use of AI 
technologies, procedures for compensating for damage caused by AI or robots based on 
such technologies, copyright protection when creating products generated by AI 
technologies, and the ethical foundations of AI technologies. In this context, legal 
regulation will shift in favour of AI's well-known characteristics and the risks associated 
with it. Given the scope of regulation required, Kazakhstan’s lawmakers cannot 
realistically anticipate all potential AI-related risks.     

Any approach to forming an AI regulatory framework in Kazakhstan must, on the one hand, 
seek to balance the practical utility of AI technologies with the potential risks associated 
with their deployment and use, and on the other hand, select appropriate regulatory tools 
not only based on our own experience, but also a preventive analysis of existing technologies 
in other countries. 

Thus, an analysis of the current situation regarding AI regulation in Kazakhstan yields 
several general conclusions. The creation of a legal framework for regulating AI should be 
accompanied by flexible legislative approaches when adopting foreign experience, especially 
from countries that lack a strong regulatory framework in the field of artificial intelligence 
but are actively implementing such technologies. The development of national standards for 
AI from an ideal perspective should be carried out by state research institutions, but in close 
cooperation with private developers of AI technologies, with additional verification with 
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developers of similar technologies abroad. The axiological approach to the development of 
ethical principles for the functioning of AI should be dominant, but intuitively accepted at 
the level of technology developers with the ability to revise the list of principles themselves 
without breaking away from the developing practice.   

In the context of the differentiation of national legislations regulating artificial intelligence, 
the globalisation of uniform approaches to AI regulation is the most productive instrument 
of unification. At the same time, in the foreseeable future, full harmonisation of 
international norms with national ones across all countries is practically impossible, since 
the technological component of the economic development of interested countries is 
competitive and does not support conscious limitation of gains. 

 
REFERENCES 

1. Copeland BJ, ‘History of Artificial Intelligence (AI): Alan Turing and the Beginning of 
AI’, Britannica (7 November 2025) <https://www.britannica.com/science/history-of-
artificial-intelligence> accessed 10 November 2025 

2. de Almeida PGR, dos Santos CD and Farias JS, ‘Artificial Intelligence Regulation:  
A Framework for Governance’ (2021) 23 Ethics and Information Technology 505. 
doi:10.1007/s10676-021-09593-z 

3. Floridi L, ‘Introduction to the Special Issues: The Ethics of Artificial Intelligence: 
Exacerbated Problems, Renewed Problems, Unprecedented Problems’ (2024) 61(4) 
American Philosophical Quarterly 301. doi:10.5406/21521123.61.4.01 

4. Golm A, ‘Tokayev Spoke about the Development of AI and the Creation of a 
Supercomputer in Kazakhstan’ (NUR.KZ, 12 April 2024) <https://www.nur.kz/ 
technologies/software/2083760-tokaev-vyskazalsya-o-razvitii-ii-i-sozdanii-superkompyutera- 
v-kazahstane/> accessed 20 August 2025 

5. Hagendorff T, ‘The Ethics of AI Ethics: An Evaluation of Guidelines’ (2020) 30 Minds 
& Machines 99. doi:10.1007/s11023-020-09517-8 

6. Hamada M and others, ‘Artificial Intelligence to Improve the Business Efficiency and 
Effectiveness for Enterprises in Kazakhstan’ (2021) 4(1) SAR Journal - Science and 
Research 34. doi:10.18421/SAR41-06 

7. Idrysheva SK, ‘On the Digital Code of Kazakhstan’ (2022) 3(96) Law and State 72. 
doi:10.51634/2307-5201_2022_3_72 

8. Kuandykova ES, Baideldinov DL and Hoffmann T, ‘Problems of Legal Regulation of 
Digital Transformation of Agriculture of the Republic of Kazakhstan’ (2023) 112(4) 
Bulletin of the Karaganda University: Law Series 7. doi:10.31489/2023L4/7-17 

9. Lucchi N, ‘ChatGPT: A Case Study on Copyright Challenges for Generative AI Systems’ 
[2023] European Journal of Risk Regulation 1. doi:10.1017/err.2023.59 



 

Nurmagambetov Anuar, Nurmagambetov Anet, Nurmagambetov Amanzhol and Zhumabayeva A, ‘Artificial Intelligence and Law: Procedural Safeguards 
and Regulatory Challenges in Kazakhstan’ (2025) 8(Spec) Access to Justice in Eastern Europe 119-45 <https://doi.org/10.33327/AJEE-18-8.S-a000157>  

  
 

© 2025 Anuar Nurmagambetov, Anet Nurmagambetov, Amanzhol Nurmagambetov and Aigerim Zhumabayeva. This is an open-access article distributed under the terms of the  
Creative Commons Attribution License (CC BY 4.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original author and source are credited. 141 

10. Morley J and others, ‘Operationalising AI Ethics: Barriers, Enablers and Next Steps’ 
(2023) 38 AI & Society 411. doi:10.1007/s00146-021-01308-8 

11. Moroz S and Muzaparov S, ‘Problems of Copyright and Intellectual Property Rights in 
Connection with the Use of AI Technologies (Neural Networks) (2024) 198 Scientific 
Collection InterConf 260  

12. Murdoch B, ‘Privacy and Artificial Intelligence: Challenges for Protecting Health 
Information in a New Era’ (2021) 22 BMC Med Ethics 122. doi:10.1186/s12910-021-
00687-3 

13. Reier Forradellas RF and Garay Gallastegui LM, “Digital Transformation and Artificial 
Intelligence Applied to Business: Legal Regulations, Economic Impact and Perspective’ 
(2021) 10(3) Laws 70. doi:10.3390/laws10030070 

14. Siau K and Wang W, ‘Artificial Intelligence (AI) Ethics: Ethics of AI and Ethical AI’ 
(2020) 31(2) Journal of Database Management 74. doi:10.4018/JDM.2020040105 

15. Suleimenov MK and Karagusov FS, “The Concept of Recodification of the Civil Code 
of Ukraine and Modernization of the Civil Code of Kazakhstan: A Comparative 
Analysis of the Main Ideas” (Paragraph Lawyer, 29 July 2021) 
<https://online.zakon.kz/Document/?doc_id=32892885> accessed 20 August 2025. 

16. Tlembayeva ZU, ‘On Legal Regulation of the Use of Artificial Intelligence in Healthcare 
of the Republic of Kazakhstan’ (2022) 5-1 Greater Eurasia: Development, Security, 
Cooperation 1123. 

17. Tlembayeva ZU, ‘On Some Approaches to the Legal Regulation of Artificial 
Intelligence’ (2021) 2(65) Bulletin of the Institute of Legislation and Legal Information 
of the Republic of Kazakhstan 61. doi:10.52026/2788-5291_2021_65_2_61 

18. Tokayev KJ, ‘Kazakhstan in the Era of Artificial Intelligence: Current Challenges and 
Solutions through Digital Transformation: President’s State of the Nation Address to 
the People of Kazakhstan’ (Әділет, 8 September 2025) <https://adilet.zan.kz/ 
kaz/docs/K25002025_1> accessed 10 November 2025 

19. Zhanysbayeva D and Ryzhkina M, ‘Draft Law of the Republic of Kazakhstan “On 
Artificial Intelligence” – Principles of Regulation and Practical Aspects’ (GRATA 
International, 14 July 2025) <https://gratanet.com/publications/draft-law-of-the-
republic-of-kazakhstan-on-artificial-intelligence-principles-of-regulation-and-
practical-aspects> accessed 9 September 2025 

 

  



 

 
 

 
 

 

Access to Justice in Eastern Europe 
ISSN 2663-0575 (Print)  ISSN 2663-0583 (Online) 
Journal homepage http://ajee-journal.com 
 

142 

AUTHORS INFORMATION 
Anuar Nurmagambetov* 
Candidate of Sciences (Law), Assoc. Prof., Kokshetau University named after Abay 
Myrzakhmetov, Kokshetau, Kazakhstan 
an.nurmagambetov@gmail.com  
https://orcid.org/0009-0006-4362-9556 
Corresponding author, responsible for conceptualization, data curation, methodology, 
resources, validation, writing – original draft, writing – review & editing.  
 
Anet Nurmagambetov 
PhD (Law), Assoc. Prof., L.N. Gumilyov Eurasian National University, Astana, Kazakhstan 
anetnurmagambetov@gmail.com  
https://orcid.org/0000-0002-8909-4618 
Co-author, responsible for data curation, methodology, resources, validation, writing – 
original draft, writing – review & editing. 
 
Amanzhol Nurmagambetov 
Dr.Sc. (Law), Prof., Higher Law School, Astana International University, Astana, Kazakhstan 
amanzholnurmagambetov@gmail.com  
https://orcid.org/0000-0001-9026-9019 
Co-author, responsible for data curation, methodology, resources, supervision, validation, 
writing – original draft, writing – review & editing. 
 
Aigerim Zhumabayeva 
PhD (Law), Department of Material and Technical Support, REM «Institute of 
Parliamentarism», Astana, Kazakhstan 
aigerimzhumabayeva9933@gmail.com 
https://orcid.org/0000-0003-3376-4325 
Co-author, responsible for data curation, methodology, resources, validation, writing – 
original draft, writing – review & editing. 
 
Competing interests: No competing interests were disclosed. Any potential conflict of 
interest must be disclosed by authors. 
 
Disclaimer: The authors declare that their opinion and views expressed in this manuscript 
are free of any impact of any organizations. 

 
RIGHTS AND PERMISSIONS 
Copyright: © 2025 Anuar Nurmagambetov, Anet Nurmagambetov, Amanzhol 
Nurmagambetov and Aigerim Zhumabayeva. This is an open access article distributed 
under the terms of the Creative Commons Attribution License, (CC BY 4.0), which permits 
unrestricted use, distribution, and reproduction in any medium, provided the original 
author and source are credited. 



 

Nurmagambetov Anuar, Nurmagambetov Anet, Nurmagambetov Amanzhol and Zhumabayeva A, ‘Artificial Intelligence and Law: Procedural Safeguards 
and Regulatory Challenges in Kazakhstan’ (2025) 8(Spec) Access to Justice in Eastern Europe 119-45 <https://doi.org/10.33327/AJEE-18-8.S-a000157>  

  
 

© 2025 Anuar Nurmagambetov, Anet Nurmagambetov, Amanzhol Nurmagambetov and Aigerim Zhumabayeva. This is an open-access article distributed under the terms of the  
Creative Commons Attribution License (CC BY 4.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original author and source are credited. 143 

EDITORS 

Managing Editor – Mag. Yuliia Hartman. English Editor – Julie Bold.  
Ukrainian language Editor – Mag. Liliia Hartman. 

 
ABOUT THIS ARTICLE 

Cite this article 
Nurmagambetov Anuar, Nurmagambetov Anet, Nurmagambetov Amanzhol and 
Zhumabayeva A, ‘Artificial Intelligence and Law: Procedural Safeguards and Regulatory 
Challenges in Kazakhstan’ (2025) 8(Spec) Access to Justice in Eastern Europe 119-45 
<https://doi.org/10.33327/AJEE-18-8.S-a000157>  
 
DOI: https://doi.org/10.33327/AJEE-18-8.S-a000157  
 
Summary: 1. Introduction. – 2. Methodology. – 3. Results and Discussion. – 3.1. Ethical and 
Copyright Challenges. – 3.1.1. Problems of Legal Regulation of Artificial Intelligence. –  
3.1.2. Problems of Normative and Technical Regulation of Artificial Intelligence –  
3.1.3. Problems of Ethical Regulation of Artificial Intelligence. – 3.2. Institutional and 
Procedural Safeguards. – 3.3. Liability and Protection of Citizens’ Rights. – 4. Conclusions. 
 
Keywords: artificial intelligence, legal regulation of artificial intelligence, object and subject of 
artificial intelligence, international regulation in the field of artificial intelligence, artificial 
intelligence in Kazakhstan. 

 
DETAILS FOR PUBLICATION 
Date of submission: 25 Aug 2025 
Date of acceptance: 28 Oct 2025 
Online First publication: 04 Dec 2025 
Last Published: 30 Dec 2025 
Whether the manuscript was fast tracked? - No 
Number of reviewer report submitted in first round: 3 reports (2 external reviewers and  
1 guest editor) 
Number of revision rounds: 2 rounds with minor revisions 
 
Technical tools were used in the editorial process: 
Plagiarism checks - Turnitin from iThenticate https://www.turnitin.com/products/ithenticate/ 
Scholastica for Peer Review https://scholasticahq.com/law-reviews 
 

  



 

 
 

 
 

 

Access to Justice in Eastern Europe 
ISSN 2663-0575 (Print)  ISSN 2663-0583 (Online) 
Journal homepage http://ajee-journal.com 
 

144 

AI DISCLOSURE STATEMENT 

The corresponding author confirmed that AI technologies have only been used to enhance 
language clarity and grammar. No AI tools were used to generate ideas, structure arguments, 
analyze data, or produce conclusions. 

 
 
АНОТАЦІЯ УКРАЇНСЬКОЮ МОВОЮ 
 
Дослідницька стаття 
 
ШТУЧНИЙ ІНТЕЛЕКТ І ПРАВО:  
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АНОТАЦІЯ 

Вступ. Активна інтеграція штучного інтелекту (ШІ) у різноманітні сфери людської 
діяльності створила значні можливості для інновацій та підвищення ефективності, 
водночас породжуючи складні етичні, правові та соціальні проблеми. Серед них особливої 
уваги потребує впровадження систем ШІ з високим рівнем ризику через їхній потенційний 
вплив на основоположні права людини, громадську безпеку та соціально-економічні 
відносини. У цьому дослідженні розглядаються як переваги, так і ризики технологій ШІ з 
наголосом на необхідності створити чітку правову та нормативну базу на 
національному та міжнародному рівнях. 

Методи. У дослідженні використовується порівняльно-правовий аналіз наявних 
регуляторних підходів, зокрема Акт Європейського Союзу про штучний інтелект (Акт 
ЄС про ШІ), Принципи ШІ щодо ОЕСР та національну законодавчу практику. 
Методологія ґрунтується на систематичному перегляді нормативно-правових актів, 
доктринальних джерел і аналітичних документів, а також на оцінці потенційних 
ризиків, пов'язаних з використанням систем ШІ з високим рівнем ризику в різних сферах, 
зокрема, що стосується транспорту, охорони здоров’я та фінансових послуг. 

Результати та висновки. Аналіз показує, що хоча впровадження штучного інтелекту 
сприяє економічному розвитку, ефективності державного управління та покращує якість 
послуг, воно також породжує такі ризики, як дискримінація, порушення конфіденційності, 
кіберзагрози та зниження рівня відповідальності. Зокрема, у дослідженні підкреслюється, 
що чинне законодавство в Казахстані, як і в багатьох інших юрисдикціях, недостатньо 
враховує особливості систем штучного інтелекту з високим рівнем ризику. Водночас 
порівняльно-правовий аналіз показує, що найбільш ефективні моделі регулювання 
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ґрунтуються на ризик-орієнтованому підході, забезпечуючи прозорість, людський 
контроль та механізми відповідальності. Результати дослідження свідчать про те, що 
часткові зміни до чинного законодавства (наприклад, у сфері обов'язкового страхування 
та захисту прав споживачів) можуть слугувати тимчасовим заходом, тоді як ухвалення 
спеціального закону про ШІ є неминучим з огляду на довгострокову перспективу. 

Дослідження підкреслює необхідність створення збалансованої правової бази, яка 
гармонізує технологічні інновації із захистом прав людини та суспільних інтересів. 
Стверджується, що Казахстан, враховуючи кращий міжнародний досвід, повинен 
дотримуватися двоетапного підходу: (1) внесення цільових змін до галузевого 
законодавства; і (2) розробка комплексного закону про ШІ, зосередженого на системах з 
високим рівнем ризику. Така структура зменшить ризики, забезпечить підзвітність і 
сприятиме суспільній довірі, одночасно заохочуючи до відповідального та сталого 
використання штучного інтелекту. 

Ключові слова: штучний інтелект, правове регулювання штучного інтелекту, об’єкт і 
суб’єкт штучного інтелекту, міжнародне регулювання у сфері штучного інтелекту, 
штучний інтелект у Казахстані. 

 

 


